**Best Keyword Cover Search**

**ABSTRACT**

It is common that the objects in a spatial database (e.g., restaurants/hotels) are associated with keyword(s) to indicate their businesses/services/features. An interesting problem known as Closest Keywords search is to query objects, called keyword cover, which together cover a set of query keywords and have the minimum inter-objects distance. In recent years, we observe the increasing availability and importance of keyword rating in object evaluation for the better decision making. This motivates us to investigate a generic version of Closest Keywords search called Best Keyword Cover which considers inter-objects distance as well as the keyword rating of objects. The baseline algorithm is inspired by the methods of Closest Keywords search which is based on exhaustively combining objects from different query keywords to generate candidate keyword covers. When the number of query keywords increases, the performance of the baseline algorithm drops dramatically as a result of massive candidate keyword covers generated. To attack this drawback, this work proposes a much more scalable algorithm called keyword nearest neighbor expansion (keyword-NNE). Compared to the baseline algorithm, keyword-NNE algorithm significantly reduces the number of candidate keyword covers generated. The in-depth analysis and extensive experiments on real data sets have justified the superiority of our keyword-NNE algorithm.

**EXISTING SYSTEM:**

This work develops two BKC query processing algorithms, baseline and keyword-NNE. The baseline algorithm is inspired by the mCK query processing methods. Both the baseline algorithm and keyword-NNE algorithm are supported by indexing the objects with an R\*-tree like index, called KRR\*-tree. In the baseline algorithm, the idea is to combine nodes in higher hierarchical levels of KRR\*-trees to generate candidate keyword covers. Then, the most promising candidate is assessed in priority by combining their child nodes to generate new candidates. Even though BKC query can be effectively resolved, when the number of query keywords increases, the performance drops dramatically as a result of massive candidate keyword covers generated.

**PROPOSED SYSTEM:**

To overcome this critical drawback, we developed much scalable keyword nearest neighbor expansion (keyword- NNE) algorithm which applies a different strategy. Keyword-NNE selects one query keyword as principal query keyword. The objects associated with the principal query keyword are principal objects. For each principal object, the local best solution (known as local best keyword cover (lbkc)) is computed. Among them, the lbkc with the highest evaluation is the solution of BKC query. Given a principal object, its lbkc can be identified by simply retrieving a few nearby and highly rated objects in each non-principal query keyword (2-4 objects in average as illustrated in experiments). Compared to the baseline algorithm, the number of candidate keyword covers generated in keyword-NNE algorithm is significantly reduced. The indepth analysis reveals that the number of candidate keyword covers further processed in keyword-NNE algorithm is optimal, and each keyword candidate cover processing generates much less new candidate keyword covers than that in the baseline algorithm.

**PROBLEM STATEMENT:**

This test shows the impact of \_ to the performance. Is an application specific parameter to balance the weight of keyword rating and the diameter in the score function. Compared to m, the impact of \_ to the performance is limited. When \_ = 1, BKC query is degraded to mKC query where the distance between objects is the sole factor and keyword rating is

ignored. When \_ changes from 1 to 0, more weight is assigned to keyword rating. An interesting observation is that with the decrease of \_ the number of keyword covers generated in both the baseline algorithm and keyword-NNE algorithm shows a constant trend of slight decrease. The reason behind is that KRR\*-tree has a keyword rating dimension. Objects close to each other geographically may have very different ratings and thus they are in different nodes of KRR\*-tree. If more weight is assigned to keyword ratings, KRR\*-tree tends to have more pruning power by distinguishing the objects close to each other but with different keyword ratings. As a result, less candidate keyword covers are generated.

**SCOPE:**

This motivates us to investigate a generic version of Closest Keywords search called Best Keyword Cover which considers inter-objects distance as well as the keyword rating of objects. The baseline algorithm is inspired by the methods of Closest Keywords search which is based on exhaustively combining objects from different query keywords to generate candidate keyword covers. When the number of query keywords increases, the performance of the baseline algorithm drops dramatically as a result of massive candidate keyword covers generated.

**MODULE DESCRIPTION:**

# **Number of Modules**

After careful analysis the system has been identified to have the following modules:

1. **Spatial Database Module**
2. **Point of Interests Module**
3. **Keyword Cover Search Module**
4. **Baseline Vs Keyword-NNE Alogorithm Module**

**1.Spatial Database Module:**

Recently, the spatial keyword search has received considerable attention from research community. Some existing works focus on retrieving individual objects by specifying a query consisting of a query location and a set of query keywords (or known as document in some context). Each retrieved object is associated with keywords relevant to the query keywords and is close to the query location. The similarity between documents are applied to measure the relevance between two sets of keywords. Since it is likely no individual object is associated with all query keywords, some other works aim to retrieve multiple objects which together cover all query keywords. While potentially a large number of object combinations satisfy this requirement, the research problem is that the retrieved objects must have desirable spatial relationship.Authors put forward the problem to retrieve objects which 1) cover all query keywords, 2) have minimum inter-objects distance and 3) are close to a query location. The work study a similar problem called m Closet Keywords (mCK). mCK aims to find objects which cover all query keywords and have the minimum inter-objects distance. Since no query location is asked in mCK, the search space in mCK is not constrained by the query location. The problem studied in this paper is a generic version of mCK query by also considering keyword rating of objects.

**2. Point of Interests Module**

The goal of the interface is to provide point of interest information (static and dynamic ones) with, at least, a location,some mandatories attributes and optionals details (description,…). In order to provide those information, the component that implements the interface uses the map database information to locate and display point of interest (POI) or to select a POI as route waypoint and favourite. This component not only provides search functionalities for the local database but also a way to connect external search engine to this component and enhance the search criteria and the list of results It also proposes a solution to get custom POIs (not part of the local map database) or to dynamically update content and description of local POI.

This is achieved by specifying and providing interfaces to:

* Select POIs from one of their attributes (e.g., Category, Name,…)
* Retrieve POI attributes (e.g., Location and Description)
* Get dynamic content for a given POI.
* Add custom POI to the map display
* Import new POIs and POIs categories from local file.

**3. Keyword Cover Search Module**

Given a spatial database, each object may be associated with one or multiple keywords. Without loss of generality, the object with multiple keywords are transformed to multiple objects located at the same location, each with a distinct single keyword.When further processing a candidate keyword cover, keyword-NNE algorithm typically generates much less new candidate keyword covers compared to BF-baseline algorithm. Since the number of candidate keyword covers further processed in keyword-NNE algorithm is optimal the number of keyword covers generated in BF-baseline algorithm is much more than that in keyword- NNE algorithm. In turn, we conclude that the number of keyword covers generated in baseline algorithm is much more than that in keyword-NNE algorithm. This conclusion is independent of the principal query keyword since the analysis does not apply any constraint on the selection strategy of principal query keyword.

**4.Baseline Vs Keyword-NNE Algorithm Module**

**BaseLine Algorithm:**

BF-baseline algorithm is not feasible in practice. The main reason is that BF-baseline algorithm requires to maintain H in memory. The peak size of H can be very large because of the exhaustive combination until the first current best solution bkc is obtained. To release the memory bottleneck, the depth-first browsing strategy is applied in the baseline algorithm such that the current best solution is obtained as soon as possible. Compared to the best-first browsing strategy which is global optimal, the depth-first browsing strategy is a kind of greedy algorithm

which is local optimal. As a consequence, if a candidate keyword cover kc has kc:score > bkc:score, kc is further processed by retrieving the child nodes of kc and combining them to generate more candidates. Note that bkc:score increases from 0 to BKC:score in the baseline algorithm. Therefore, the candidate keyword covers which are further processed in the baseline algorithm can be much more than that in BF-baseline algorithm. Given a candidate keyword cover kc, it is further processed in the same way in both the baseline algorithm and BF-baseline algorithm, i.e., retrieving the child nodes of kc and combine them to generate more candidates using Generate Candidate function in Algorithm. Since the candidate keyword covers further processed in the baseline algorithm can be much more than that in BF-baseline algorithm, the total candidate keyword covers generated in the baseline algorithm can be much more than that in BF- baseline algorithm. Note that the analysis captures the key characters of the baseline algorithm in BKC query processing which are inherited from the methods for mCK query processing.

**Keyword-NNE Algorithm:**

In keyword-NNE algorithm, the best-first browsing strategy is applied like BF-baseline but large memory requirement is avoided. For the better explanation, we can imagine all candidate keyword covers generated in BF-baseline algorithm are grouped into independent groups. Each group is associated with one principal node (or object). That is, the candidate keyword covers fall in the same group if they have the same principal node (or object). Given a principal node Nk, let GNk be the associated group. The example in Figure 5 shows GNk where some keyword covers such as kc1; kc2 have score greater than BKC:score, denoted as G1 Nk, and some keyword covers such as kc3; kc4 have score not greater than BKC:score, denoted as G2 Nk. In

BF-baseline algorithm, GNk is maintained in H before the first current best solution is obtained, and every keyword cover in G1 Nk needs to be further processed. In keyword-NNE algorithm, the keyword cover in GNk with the highest score, i.e., lbkcNk, is identified and maintained in memory. That is, each principal node (or object) keeps its lbkc only.
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